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This paper is focused on comparisons between stress-strain plots from conventional uniaxial (tensile or
compressive) testing and those obtained from indentation experiments, via iterative FEM modeling of
the process in which the plasticity is represented using a constitutive law. Both Ludwik-Hollomon and
Voce equations are used in the current work. Advantages of a spherical indenter shape, and of using the
residual indent profile as the main experimental outcome, are highlighted. It is shown via detailed study
of two different materials, with low and high work hardening rates, that the methodology (here termed
indentation plastometry) can be used to obtain (nominal) tensile stress-strain curves, which incorporate
the onset of necking and the ultimate tensile strength. High levels of fidelity are observed between these
and corresponding plots obtained by conventional tensile testing. It is noted that, while there is also
excellent consistency with the outcomes of uniaxial compression tests, the latter inevitably involve some
experimental complications that are best avoided. It is concluded that indentation plastometry has the
potential to become a mainstream testing methodology in the near future.

© 2019 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Iterative FEM simulation of the indentation process has enor-
mous potential for extraction of bulk mechanical properties, but
there are various unresolved questions relating to optimization of
its efficiency and reliability. The methodology, as applied to the
extraction of plasticity characteristics, is here termed indentation
plastometry. Several recent publications [1e6] highlight issues that
need to be taken into account. Software packages are now starting
to become available that allow automated extraction of properties
from experimental indentation data. In view of the major advan-
tages offered by indentation, compared with conventional testing
procedures, these developments are likely to have far-reaching
consequences. Of course, clear confirmation of accuracy, reli-
ability and robustness will be essential in order for these to
materialize.

Several key points have emerged. For example, the advantages
of a spherical indenter shape are compelling [3e5,7,8]. Further-
more, it is now widely understood that, if bulk properties are
lsevier Ltd. All rights reserved.
required, then the deformed region must be large enough for its
response to be representative of the bulk. For the majority of
polycrystalline (metallic) materials, with grain sizes typically of at
least a few tens of microns, this translates into minimum indent
depths of this order and minimum indent diameters of hundreds of
microns. Moreover, since plasticity characteristics would normally
be required that are reliable up to strains of at least, say, 15e20%,
the indentation process must generate strains of at least this
magnitude, which might typically translate into a depth/indenter
radius ratio (“penetration ratio”) of a similar order [5], although
exact values depend on plasticity characteristics.

The upshot of these requirements is a need for indenters with
diameters of the order of 1mm and for loading systems with ca-
pabilities up to the kN range. Most “nanoindentation” systems are
thus completely unsuitable. It seems clear that physical set-ups
need to be developed that are tailored for this purpose, and that
these are likely to be closer in appearance and scale to a conven-
tional hardness testing machine than to a “nano-indenter”. Fortu-
nately, this is likely to mean that typical costs are closer to those of
the former, rather than those of the latter.

There are, however, a number of slightly more subtle points that
need to be addressed if these procedures are to become widely
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utilized. These include the optimum type of indentation data to be
employed and the best experimental procedures for obtaining
them. Most previous work has been based on load-displacement
data, obtained during the indentation test. This brings certain re-
quirements, relating both to the experimental set-up and to the
way that the FEM modeling is carried out. Of course, in any event,
the resolution of the experimental measurements needs to be
relatively high. This is a consequence of a basic feature of iterative
convergence on the “optimum” set of plasticity parameters, which
is that there is a danger of “compensation” - ie an error in the
deduced value of one of the parameters being largely cancelled out
by a (compensating) error in another of them, so as to give a similar
outcome to the indentation test. This is sometimes expressed as a
problem of a potential lack of “uniqueness” for the obtained
solution.

There is also the related issue of an algorithm for efficient
scanning of parameter space, so as to converge rapidly on the op-
timum “solution”. Several have been proposed [6,9e12], with a
variant of the well-known Nelder-Mead algorithm having been
shown [5] to be very effective in this context (when combined with
a suitable “goodness-of-fit” parameter). This work produced
inferred stress-strain curves lying within ±5%, over the complete
strain range, of those obtained by uniaxial testing, for all of the (5)
materials tested (covering a wide range of plasticity
characteristics).

However, even with such an algorithm, if the experimental data
are of relatively low accuracy, and/or cover a limited range, then the
inferred property parameter values may be unreliable. Testing on a
relatively coarse scale does bring important advantages in this
respect, since it reduces the requirement in terms of the absolute
resolution of the displacement measurements, as well as reducing
the errors likely to arise from surface roughness, oxide layers etc.
Nevertheless, there is likely to be at least some noise in the
displacement data. Moreover, there will often be concerns about
the effect of the compliance [13e16] of the loading train: this
contribution to the measured displacement must be subtracted,
since it cannot be included in universal software for modeling of
the indentation process.

While the above issues do not constitute insuperable problems,
they do present a challenge in terms of the accuracy of displace-
ment data. In practice, getting these errors significantly below, say,
±1% is difficult. The measurement of load, on the other hand, is
simpler, with the accuracy of load cells normally being better than
this, and with fewer potential sources of complication. It has been
recognized for some time that there is an obvious alternative
dataset that can be used, which is the profile of the residual indent.
These have been used (in isolation) to infer plasticity parameters
[16e18], although this has not been very common so far.

There is a strong incentive to explore this option in more detail,
since it offers important advantages. It means that no measure-
ments at all need to be made during the actual test, apart from
noting the final value of the load. There need also be no concerns
about compliance. These could be critical advantages in some sit-
uations, such as for in situ field testing of components. It naturally
requires a procedure for (accurate and reasonably rapid) profile
measurement. However, this also is easier when the scale of the
indent is relatively coarse and there are certainly some established
(mechanical and optical) profilometry techniques that are likely to
give the required resolution and ease of measurement.

Quite separate from these issues relating to indentation plas-
tometry, caremust also be taken in interpretation of the outcome of
conventional uniaxial testing, both tensile and compressive. In
addition to potential difficulties with accurate displacement mea-
surement, and a possible requirement for a compliance correction,
it must be recognized that the standard conversion between
nominal and true stress-strain relationships is only reliable if the
stress and strain fields are uniform (throughout the gauge length).
In tension, the onset of neckingwill invalidate this assumption, so it
is important to be able to identify this transition. In some cases,
when the initial work hardening rate is relatively low, this may
occur at low plastic strains. It is possible to model this using FEM
(for any given true stresse true strain relationship). There has been
work in this area and it is accepted that predicted outcomes
[19e21] should be reliable using the boundary condition of no
lateral contraction at the gripped regions.

Similarly, there are complications for compressive testing,
mainly related to the effect of interfacial friction. This is commonly
neglected, but in practice it is difficult to eliminate it, since the
contact pressure is so high. A finite value for the coefficient of
friction leads to barreling, which in practice is almost invariably
observed on samples that have been subjected to compression
testing. In such cases, the assumption of uniform stress and strain
fields is again invalid, although it is again possible to take its effect
into account via FEM modeling [22e29].

Unlike necking during tensile testing, friction during compres-
sion always affects the outcome from the start. On the other hand,
its effects may be relatively small, whereas necking always has a
strong effect on a plot of nominal stress against nominal strain.
Nevertheless, automatic conversion of nominal to true stress-strain
relationships is potentially unreliable in both cases. Of course, a
finite coefficient of friction value is also likely for indentation
[30e32].

It is important to recognize the real objective of this whole area
of development, which is primarily to obtain (from indentation
testing only) an outcome that corresponds to some “gold standard”
of conventional testing. Most practitioners would probably see this
as a nominal stress v. nominal strain plot obtained during tensile
testing, including the “ultimate tensile strength” (UTS). The latter
(ie the peak of such a plot) normally corresponds to the onset of
necking - or at least it does for metals exhibiting significant plas-
ticity, which covers virtually all those of wide interest for structural
purposes. The prime outcome of indentation plastometry is a set of
(best fit) parameter values in a constitutive law describing the true
stress e true strain plasticity relationship. However, once this
relationship has been established, it is a relatively simple matter to
use it in a simulation of a tensile test, and hence to obtain the
required plot, including the UTS value (and corresponding plastic
strain).

There is every prospect of this becoming a routine and reliable
operation. More problematic would be to simulate how neck
growth and rupture subsequently occurs, partly because this
commonly involves cavitation and would not conform to the same
(true) stress-strain relationship as during conventional plastic
deformation. Obtaining what is sometimes termed a “ductility”
(nominal strain at fracture) is thus not within the anticipated scope
of the methodology. It should, however, be noted that a ductility
defined in this way is in any event not a verymeaningful parameter,
strongly influenced as it is by how the neck develops and ruptures.
The (nominal) strain at the onset of necking, which is obtainable
using the methodology, is arguably a more meaningful measure of
“ductility”.

Finally, in view of the plethora of recent activities in the area, the
contribution beingmade by this particular paper should perhaps be
clarified. A sequence of publications by the current authors has
focused successively on the basics [2] of iterative FEM simulation of
indentation (using load-displacement data), the effect of residual
stresses on the indentation response [33], application of the
methodology to coatings [34], the attractions of using spherical
indenters [4], a method for obtaining strain rate sensitivity pa-
rameters via impact indentation [35], optimization of the
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convergence procedure [5] and an example industrial application
[16] (sprayed superalloy). The current paper presents two main
advances - firstly, a detailed critique of the advantages of using the
residual profile, rather than the load-displacement plot, and sec-
ondly an explanation of how extracted information can be used to
create a uniaxial tensile (nominal) stress-strain plot, and of points
to be borne in mind when making a comparison with directly-
obtained data of this type.

2. Experimental procedures

2.1. Sample preparation

The work described here was carried out using extruded rods
(10mm diameter) of OFHC copper, obtained from a commercial
source. It was used in two conditions - as-received (AR-Cu) and
after annealing (in a sealed ampoule) to induce recrystallization
(Ann-Cu). It was confirmed that the grain size of the AR-Cu was
about 30 mm, while that of the Ann-Cu was about 100 mm. Samples
for tensile testing were machined to a Hounsfield shape, with a
uniform diameter section of 5mm diameter and 28mm length.
Samples for compressive testing were cylinders of 10mm diameter
and 10mm length. Surfaces for indentation were polished to a
finish of 1 mm for the AR-Cu, using an automatic system to ensure
that the polished face was accurately parallel with the base. For the
Ann-Cu, which was very soft, there was a danger of the polishing
operation leaving a relatively deep work-hardened layer, so pro-
longed and careful polishing on a 0.25 mm cloth was employed. All
testing was carried out at room temperature (22 �C ±2 �C), using an
Instron 3367 screw-driven machine with a 30 kN load cell, under
displacement control (at a rate of 10 mms�1).

As was highlighted in earlier work [5], extruded rods can exhibit
significant (plastic) anisotropy, as a result of crystallographic
texture. Indentation tests generate highly multi-directional strain
fields and stress-strain curves obtained from themwill always tend
to correspond to some sort of direction-averaged version. For pre-
sent purposes, this can create a complication that is best avoided, so
the two materials in the present study were chosen partly because
they exhibit very low levels of anisotropy.

2.2. Tensile and compressive testing

For tensile testing, a clip gauge (Epsilon 3442 extensometer)
was used for displacement measurement, so that no compliance
correction was needed. The “gauge length” (between clip gauge
knife edges) during testing was 10mm. Compression samples were
loaded between rigid (hardened steel) platens, with or without
MoS2 lubricant on both platens. The displacement was measured
using an eddy current gauge having a resolution of about ±0.25 mm.
It was attached to the upper platen and actuated against the lower
one. No attempt was made to apply a compliance calibration,
because the results were analysed via FEM simulation of the pro-
cess, incorporating the effect of the (small) compliance of the
platens.

A Taylor Hobson (Talysurf) profilometer (ie a contacting stylus),
with a wide-range inductive gauge and 2 mm radius cone recess tip,
was used to measure barreling profiles along the length of samples
after compression testing. The height resolution of these scans is
about 2 mm. Tilt correction functions were applied to the raw data.

2.3. Indentation plastometry

The indentation testing was carried out using the same set-up as
for compression testing. A spherical indenter of radius 1mm was
employed, made of a WC-Co cemented carbide (cermet). This
sphere was located in a matching recess in a steel housing, where it
was secured by brazing. Further details are supplied in a recent
paper [5]. It was emphasized there that a careful compliance cali-
bration may be necessary when obtaining accurate load-
displacement data for indentation plastometry purposes. Howev-
er, the present work is focused on use of residual indent profiles, so
that nomeasurements (other than noting the maximum load) need
to be carried out during the loading operation.

The profilometer employed for barreling characterization was
also used to measure residual indent profiles (assumed to be
radially symmetric). Scans were carried out in two perpendicular
directions, both through the central axis of the indent. The average
profile from the two orthogonal scans was used for comparison
with predicted profiles. Tilt correction functions were applied to
the raw data, based on the far-field parts of the scan being parallel.
3. FEM model formulation issues

3.1. Constitutive laws

Central to the methodology of indentation plastometry is rep-
resentation of the true stress e true strain relationship (beyond the
yield point) by constitutive laws. Several have been proposed, but
the most common are those of Ludwik-Hollomon (L-H)

s ¼ sY þ Kεnp (1)

where s is the deviatoric (von Mises) stress, sJ is its value at yield,
εp is the equivalent plastic (von Mises) strain, K is the work hard-
ening coefficient and n is the work hardening exponent, and Voce

s ¼ ss � ðss � sYÞexp
��εp

ε0

�
(2)

where ss is a saturation level and ε0 is a characteristic strain for the
exponential approach of the stress towards this level.
3.2. Model meshing and boundary conditions

The current work involves FEM simulation, not only of (spher-
ical) indentation, but also of uniaxial (tensile and compressive)
testing. The meshes used in all 3 cases are shown in Fig. 1. All three
are radially symmetric. In all cases, there is no dependence of the
outcome on absolute scale. However, for indentation, both the
radial and axial extent of the domain, relative to the indenter
radius, need to be large enough to ensure that they do not affect the
outcome. (This also needs to be true for the experimental set-up.) It
was confirmed that this was the case for the domain shown. For
both tensile and compressive testing, there could in principle be a
dependence on the aspect ratio, L/r, of the domain. Values of 8 and 4
were used for the tensile testing, while it was fixed at 1 for
compressive testing. (The values in the experiments were respec-
tively 6 and 1.) In view of findings from previous work [19e21], a
boundary condition of no lateral contraction at the ends of the
gauge length was employed for the tensile testing. This affects the
onset of necking (the development of non-uniform stress and strain
fields). For compressive testing, interfacial sliding between platen
and sample was controlled by the value of a coefficient of friction. A
non-zero value (ie at least some inhibition of sliding) also tends to
create inhomogeneous stress and strain fields. Details about how
friction is handled in the model are provided in a previous publi-
cation [5].



Fig. 1. FEM Meshes for simulation of (a) tension, (b) compression and (c) indentation.
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3.3. Convergence algorithm

The algorithm used to converge in parameter space on the best
fit combination of (Ludwik-Hollomon or Voce) parameter values is
the Nelder-Mead simplex search [36]. This was chosen in view of its
robustness and adaptability, particularly with respect to noise. The
procedure used is based on that of Gao and Han [37], and was built
using the Scientific Python and Numeric Python packages [38,39].
Full details are available elsewhere [5].

The goodness-of-fit between target and modeled data (primar-
ily residual indent profile) is characterized here via a dimensionless
parameter Sred, a “reduced sum of squares of the residuals”. The
sum of the squares of the residuals, S, can be expressed in the
present case as

S ¼
XN
i¼1

�
di;M � di;E

�2 (3)

where di,M is the ith value of the modeled height difference (pre-
dicted by FEM) and di,E is the corresponding experimental (target)
value, while N is the total number of radial locations being
considered. Perfect fit will lead to a value of zero for S. Since S is
dimensional, it has units and its magnitude cannot be used to give a
universal indication of the quality of the fit. For this purpose, the
dimensionless quantity Sred, a “reduced sum of squares” is used,
defined by

Sred ¼

PN
i¼1

�
di;M � di;E

�2
N d2av;E

(4)

where dav,E is the numerical average of the highest and lowest of the
experimentally-measured heights. The value of N was not pre-
determined, but was dependent on the radial range, which
extended to a position such that the height had returned to within
5 mm of the far field level (ie the level of the original flat surface).
The interval between radial locations was 10 mm, so that, if the
height reached a level within 5 mm of the original surface at a radial
distance of, say, 1.6mm, then the value of N would be 160.

The parameter Sred is thus a positive dimensionless number,
with a value that ranges upwards from 0 (corresponding to perfect
fit). As a generalization, modeling that captures the material plas-
ticity response reasonably well should lead to a solution (set of
parameter values) for which Sred is less than, say, 10�3. This effec-
tively constitutes a health check on the solution - if, for example, no
solution can be found giving a value smaller than, say, 1%, then this
suggests that there can only be limited confidence in the inferred
set of values. This could be due to experimental deficiencies and/or
an inability to capture the behaviour well with the constitutive law
being used. In fact, during the work described here, solutions with
Sred values around 10�4 or below were found in all cases. This
represents excellent agreement.

4. Uniaxial testing outcomes

4.1. Experimental test results

Tensile stress-strain curves for the two materials are shown in
Fig. 2(a), with both nominal and true values plotted, while corre-
sponding compressive curves (with and without lubrication) are
plotted in Fig. 2(b). These two materials clearly exhibit very
different plasticity characteristics, with the as-received material
(AR-Cu) having a relatively high yield stress, but then exhibiting
limited work hardening, while the annealed material (Ann-Cu) has
a low yield stress, followed by a high rate of work hardening (and



Fig. 2. Experimental uniaxial data (plotted as nominal stress v. nominal strain and true
stress v. true strain), for both materials, (a) in tension and (b) in compression (with and
without lubrication).
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greater ductility in tension).
In tension, necking is expected to start where the nominal plot

reaches a peak, or plateau. It can be seen that this occurred at
around 13e17% strain for the AR-Cu, giving a UTS of about 270MPa,
while for the Ann-Cu it was at about 30e35% strain (UTS
~230MPa). Of course, necking tends to start at higher strains for
materials with greater work hardening rates. The standard con-
version of nominal to true stresses and strains is only reliable up to
the onset of necking.

There are also some points to note about the compression re-
sults. For example, lubrication clearly does have an effect. In fact,
two effects are noticeable. Firstly, the initial (“elastic”) slope is
lower when lubricant is present, although this is only noticeable for
the AR-Cu (with the relatively high yield stress). This is presumably
due to a “bedding down” effect, which is more pronounced in the
presence of lubricant - probably as a result of it being progressively
squeezed out of the interface during the early part of the test.
However, even the unlubricated case does show some evidence of
such an effect, which can arise if the surfaces coming into contact
are not perfectly flat and parallel. Bedding down effects could be
avoided by using a clip gauge, but that is difficult for compression
testing. Secondly, the absence of lubricant does lead to a (small, but
noticeable) progressive increase in the stress needed to continue
straining, compared with the lubricated case. This is more notice-
able for the Ann-Cu. It is presumably a consequence of the coeffi-
cient of friction being higher when there is no lubricant.

Of course, the true stress e true strain curve for any given ma-
terial should be the same in tension and compression. This is
approximately observed here for both materials, but there are a
couple of caveats. Firstly, the comparison can only be made up to
the point where necking starts in tension, which is at a fairly low
strain (~13%) for the AR-Cu. Secondly, in compression there are two
complications, one being the “bedding down” effect, which makes
accurate identification of the yield stress rather difficult, and the
other being that interfacial friction does influence the obtained
curve (and is unlikely to be entirely eliminated even with lubrica-
tion - see below).
4.2. Modeling of tensile testing

For tensile testing, sets of best fit L-H and Voce parameters were
obtained for eachmaterial, using Nelder-Mead convergence (on the
nominal stress v. nominal strain plot, up to a strain just beyond the
onset of necking - ie ~20% for AR-Cu and ~40% for Ann-Cu). The
modeled curves are for a sample (uniform diameter section) aspect
ratio of 4, although it was confirmed that using a value of 8 gave
very similar results. The comparison in Fig. 3(a), between experi-
mental and modeled plots, which was obtained using the (best fit)
L-H and Voce parameter values in Table 1, demonstrates that
excellent agreement can be obtained (ie that the true stress v. true
strain characteristics exhibited by these materials can be well-
captured using at least one of these constitutive laws). This is
clear from the plots and is confirmed by the values of Sred shown in
Table 1 - a value below 10�3 is regarded as representing good fit and
below 10�4 is excellent. It can, however, be seen that there are
(small) differences between the outcomes with the two types of
constitutive law. For the AR-Cu, the L-H law allows slightly better
conformity to the experimental outcome (Sred value of 10�3.97,
compared with 10�3.77 for Voce). On the other hand, the behaviour
of the Ann-Cu can be captured more faithfully using Voce (Sred
value of 10�3.60, compared with 10�3.19 for L-H). Trying at least
these two constitutive laws certainly appears likely to be
worthwhile.

These L-H or Voce parameter sets clearly lead to tensile nominal
stress e nominal strain curves that are accurate. Not only are the
yielding and work hardening well captured, but also the UTS, and
the corresponding plastic strain (“ductility”), are reliable. It may be
noted, however, that, depending on exactly how the UTS is defined,
the best fit L-H set for the Ann-Cu could lead to a noticeable error
for this ductility, although the UTS (and the preceding part of the
curve) would be accurate.

A further point worthy of note here is the difference, for a given
L-H or Voce parameter set (ie a given true stress e true strain
curve), between the nominal stress-strain plot obtained by FEM
modeling and that resulting from simple use of the analytical
relationship between them (which will concern only plastic
straining). Such a comparison is shown in Fig. 3(b), for the best fit
parameter set in each case. It can be seen that, up to the onset of
necking (ie the peak in the plot), the differences are minor,
reflecting the uniformity of the strain field up to that point - see
x4.4 below. Nevertheless, it is worthwhile to use the FEM tensile
model, particularly if there is any interest in the early development
of necks.



Fig. 3. Nominal tensile stress-strain curves for both materials, showing (a) experi-
mental and FEM modeled plots (obtained using the (best fit) L-H and Voce parameter
sets in Table 1) and (b) comparison, based on L-H (AR-Cu) and Voce (Ann-Cu) sets,
between the FEM plots and those obtained by direct conversion (using the analytical
equations).

Table 1
Best fit (Ludwik-Hollomon and Voce) plasticity parameter values for the two ma-
terials, obtained from tensile nominal stress v. nominal strain curves.

Parameter AR-Cu Ann-Cu

L-H Voce L-H Voce

Yield stress, sY (MPa) 252.5 251.3 0.5 36.9

L-H WH coefficient, K (MPa) 291.1 e 557.5 e

L-H WH exponent, n (�) 0.805 e 0.506 e

Voce saturation stress, ss (MPa) e 461.4 e 375.8
Voce characteristic strain, ε0 (%) e 41.1 e 19.5

Misfit parameter, Sred (�) 10�3.97 10�3.77 10�3.19 10�3.60

Fig. 4. Comparison between experimental compressive (nominal) stress-strain curves
for both materials and corresponding modeled plots, obtained using the L-H parameter
values shown in Table 1 for the AR-Cu and the corresponding Voce values for the Ann-
Cu.
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4.3. Modeling of compressive testing

For compressive testing, it's clear that friction is relevant, and
also that the initial “bedding down” effect presents a complication
in terms of comparing model predictions with experiment. There is
no real prospect of incorporating the latter into a model, although
this can be done for the former (via a coefficient of friction, m). What
has been done here is to use the two best fit sets of parameter
values from the tensile comparisons - ie the L-H set for the AR-Cu
and the Voce set for the Ann-Cu. There is already at least some
information available in the literature about likely values of m under
different conditions, both for (unlubricated) indentation [5,30e32]
and for conventional compression [25e29] testing. A value in the
approximate range 0.2e0.3 has often been found appropriate for
indentation and for unlubricated compression, although clearly
there may be a dependence on surface finish, materials etc. During
lubricated compression testing, there tends to be more variation,
but a value of the order of 0.1 might be considered typical with
good lubrication. Accepting that accurate estimation of m is difficult,
and also that it may change during the process, values of 0.1 and 0.3
have been used here, designed to correspond to the lubricated and
unlubricated cases. The outcome is shown in Fig. 4. It can be seen
that, for both materials, there is at least a measure of agreement
between experiment and prediction. The differences between the
high and low m predictions are certainly similar to those of the two
experimental conditions. There is clearly an error associated with
the “bedding down” process, leading to larger strains over the
complete range for the experimental plots. Accepting this, however,
and recognizing that, for the most accurate comparisons, it is
probably best not to use compressive uniaxial data, the level of
consistency is reasonably good (confirming that the plasticity
characteristics are being well-captured by these two parameter sets
for these two materials).

4.4. Strain fields during uniaxial loading

Confirmation of the dangers of manipulating compressive test
data in a simplistic way (converting nominal test data to true stress-
strain curves using the analytical equations) is provided by Fig. 5,
which shows the plastic (von Mises) strain fields for the 4 cases
(two materials, each with the two m values). Only if these are ho-
mogeneous is it safe to carry out such a conversion. It can be seen
that this is often not the case, particularly with a high m value and/
or a low work hardening rate (AR-Cu). It is also noteworthy that all



Fig. 5. Predicted (von Mises) plastic strain fields during compressive (left) and tensile (right) loading of the two materials, obtained using the L-H set of plasticity parameters in
Table 1 for the AR-Cu and the Voce set in Table 1 for the Ann-Cu.
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of these samples are predicted to show significant barreling at the
end of the test, particularly with the higher m value - see x4.5 below.

Also shown in Fig. 5 are the strain fields for tensile testing of
these two materials (with an aspect ratio of 4). These are for
nominal strains that are around, and also slightly beyond, the onset
of necking for the material concerned. These also show some in-
homogeneity, although it should be noted that, at the onset of
necking, the strain field is quite homogeneous within the gauge
length (between the clip gauge knife edges) - at least for the tests
carried out here. Of course, as the necks start to develop, these
strain fields will become highly inhomogeneous, but modeling of
that regime is in any event unlikely to be very reliable (due to the
very high strains, and probably cavitation, within the neck). These
strain fields do confirm that, up to the onset of necking, conversion
between nominal and true stress-strain relationships via the
analytical equations should be quite reliable - see Fig. 3(b). Never-
theless, FEM modeling of the tensile test (using indentation-
derived sets of plasticity law parameters) is recommended,
particularly if at least some indication is required of the behaviour
after the onset of necking.
4.5. Barreling profiles after compression testing

Measured barreling profiles are shown in Fig. 6, for both ma-
terials, with and without lubrication. Also shown in this figure are
corresponding predictions (using the best fit L-H and Voce
parameter values) for three values of m. It can be seen that these
data are broadly consistent with m being about 0.1 for the lubricated
case. For the unlubricated case, a value of the order of 0.2 appears
broadly appropriate. However, this cannot be regarded as a very
accurate way to estimate m, which in any event is likely to vary from
case to case, and perhaps also to change during the process. In
particular, these profiles are difficult to capture reliably near the
ends of the sample, where the width is changing rapidly. The
approach nevertheless gives a broad pointer towards the correct
ranges. It may be noted that these effects of friction are separate
from those associated with (experimental) “bedding down” effects,
which will affect measured stress-strain plots, but not the barreling
profiles.

5. Indentation plastometry outcomes

5.1. Microstructural observations

As expected, plastically deformed regions (during indentation)
extended over many grains. This is confirmed by Fig. 7, which
shows the free surface adjacent to an indent in the as-received
material (AR-Cu), for a penetration ratio, d/R, of 40%. Among the
points worthy of note here is the observation of sets of parallel
persistent slip bands in each grain, which are physical steps on the
surface. It can be seen that, in themajority of grains, at least two slip
systems are operative. There are some in which only one set of
bands is visible, but of course a slip system inwhich the slip plane is
inclined at a small angle to the free surface would not produce
noticeable steps. Since most of the material visible here has un-
dergone relatively low levels of strain (<~few %) - see, for example,
Fig. 6 in the previous paper [5] - it is likely that multiple system slip
operated virtually from the start in all grains, which is in general
expected. Careful inspection of various regions also reveals that
some grains have rotated significantly with respect to their
neighbours, creating relatively large steps at some grain bound-
aries. The resistance to this sliding offered by grain boundaries is
part of the set of characteristics that dictates the plasticity of the
material.

5.2. Sensitivities to profilometry and displacement data

An important objective for indentation plastometry is that of
optimizing both the efficiency of convergence on best-fit parameter
sets and their reliability in terms of capturing the material
response. This will depend to some extent on the constitutive law
used, and the convergence algorithm employed, but there is also
the issue, for any given outcome (eg a load-displacement plot up to
a certain penetration ratio), of how the “goodness-of-fit” varies in
parameter space. A sharp peak (at the best-fit “solution”, with
excellent agreement) will assist rapid and effective convergence,



Fig. 6. Comparison between experimental barreling profiles and those obtained via
FEM, (a) for AR-Cu (using the L-H set of parameters in Table 1) and (b) for Ann-Cu
(using the Voce set in Table 1).

Fig. 7. Optical micrograph of the free surface of an AR-Cu sample, adjacent to an indent
of depth about 400 mm.
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while a flattish peak, perhaps with extended ridges or undulations,
will make it difficult and unreliable.

For purposes of exploring the effect on this sensitivity of
selecting different options, such as the choice between using load-
displacement data or residual indent profiles, and the effect of
having deeper or more shallow penetration, it is preferable to avoid
using real experimental data and focus on theoretical outcomes.
Extensive investigations of this issue have been carried out, from
which a small selection of outcomes is presented here, to illustrate
the main conclusions. These relate only to the L-H law, with a fixed
value of the work hardening exponent, n. This allows 2-D maps to
be created of the value of the misfit parameter, Sred, for given
combinations of yield stress, sY, and work hardening coefficient, K.
This has been done for two “correct” sets of values (representing
cases with low and high work hardening rates), which are specified
in the figure captions.

Fig. 8 shows the outcome of such an investigation for a lowwork
hardening material (such as AR-Cu). In all cases, there are “ridges”
in this parameter space, representing a “compensation” effect - ie if
sY is lower than the “correct value (245.6MPa here), then fairly
good agreement can still be obtained via a compensatory increase
in K (and vice versa). However, it can be seen that the length (and
the “gradients”) of these ridges vary between these 4 cases. It is
clear that it is preferable to use profilometry data, since the ridges
are then much less extensive (ie the sensitivity of the outcome to
the stress-strain relationship being represented is stronger). Un-
surprisingly, it is also preferable to penetratemore deeply, although
it should be borne in mind that outcomes then tend to become
more sensitive to the response of the material at very high strains,
which may in practice be of limited relevance to the behaviour
being characterized. Furthermore, the influence of the friction co-
efficient tends to be greater for deeper penetration.

Corresponding plots for a higher work hardening material (such
as Ann-Cu) are shown in Fig. 9. The higher work hardening rate
gives greater scope for compensation effects, and hence the ridges
are longer, but in general the same trends are apparent. The pro-
filometry is again more sensitive, with deeper penetration having a
slightly greater effect on it than for the AR-Cu. A clear outcome of
these studies is that it is preferable to use profilometry data,
particularly since it also has the advantage that no measurements
of any type are necessary during the test, and there is no need to
make any compliance corrections. The optimum penetration ratio
will clearly be some sort of compromise value, but greater depths
do bring advantages in terms of sensitivity and a value of at least
about 20% is likely to be recommended. If load-displacement data
are being used, then a significantly larger value than this is likely to
be required.



Fig. 8. Goodness-of-fit maps for a low work hardening material (such as AR-Cu), showing Sred for various sY and K combinations, when outcomes are compared with those for a
“correct” pair of 245.6 and 102.9MPa respectively, with n fixed at 0.4 (and m fixed at 0.2). The maps are for (a) d(r) data, at 15% penetration, (b) P(d) data, at 15% penetration, (c) d(r)
data, at 40% penetration and (d) P(d) data, at 40% penetration.
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5.3. Stress-strain curves inferred from indentation data

In view of the observations reported in x5.2, attention has been
focused on use of profilometry data to infer sets of plasticity
parameter values. The best fit sets are shown in Table 2, together
with corresponding goodness-of-fit values. These are all sufficiently
low for justify confidence in the fidelity with which the plasticity
characteristics are being captured. An idea of how these values
relate to actual indent profiles can be obtained from Fig. 10, which
relates to both materials and to two different penetration ratios.
The tendency for more pronounced pile-ups (with high local plastic
strains) to be created when the material exhibits little work hard-
ening is clearly apparent. This region is particularly important in
terms of a requirement for the profile to be measured with high
accuracy.

Once the best fit set of plasticity parameter values has been
identified in this way, it can be used in simulation of a tensile test
and the outcome compared with the plot obtained in such a test.
Such a comparison is shown in Fig. 11, for both materials. Several
points should be noted about this comparison. Firstly, the level of
agreement is very good regarding the yield stress, the work hard-
ening behaviour and the peak stress (UTS). These are the key me-
chanical characteristics. What appears to be just slightly less
reliably obtained via indentation, particularly for the AR-Cu (low
work hardening), is the strain at which the peak stress is created
(onset of necking) and the strain at which final fracture occurs.

It should, however, be recognized that both of these, particularly
the latter, are of little real significance. The (apparent) strain at
fracture is strongly influenced by how the neck develops and
ruptures. This is virtually impossible tomodel reliably and will tend
to vary from test to test. It is not a “genuine” strain of any signifi-
cance. Even the strain at which necking starts is difficult to identify
accurately, although it is captured well (at about 30e35%) for the
Ann-Cu. For the AR-Cu, there appears to be a slight discrepancy,
since the value during the tensile test is around 15%, whereas the
indentation-inferred value is about 10%. However, this type of un-
certainty will always tend to arise with a material exhibiting a
relatively low rate of work hardening (such as this AR-Cu). Such
materials are prone to early necking, with the (nominal) fracture
stress sometimes being quite close to the yield stress and the exact
strain at which necking and fracture occurs tending to be quite
variable from test to test. Nevertheless, the indentation-derived
plot does reliably capture all of the features that are genuinely
important - ie the yield stress, the (low) work hardening rate and
the UTS. Incidentally, these FEM outcomes regarding the onset of
necking agreewell with the Consid�ere construction, which predicts
necking when the true stress reaches the gradient of the true stress
e true strain curve or, equivalently, at the peak of the nominal



Fig. 9. Goodness-of-fit maps for a high work hardening material (such as Ann-Cu), showing Sred for various sY and K combinations, when outcomes are compared with those for a
“correct” pair of 36.6 and 593.4MPa respectively, with n fixed at 0.63 (and m fixed at 0.2). The maps are for (a) d(r) data, at 15% penetration, (b) P(d) data, at 15% penetration, (c) d(r)
data, at 40% penetration and (d) P(d) data, at 40% penetration.

Table 2
Best fit (Ludwik-Hollomon and Voce) plasticity parameter values for the two ma-
terials, for shallow and deep penetration, obtained from indentation profiles.

Parameter AR-Cu Ann-Cu

d/R ~20% d/R ~40% d/R ~20% d/R ~40%

L-H Yield stress, sY (MPa) 258.1 237.7 43.5 41.7
L-H WH coefficient, K (MPa) 200.6 221.2 569.9 543.6
L-H WH exponent, n (�) 0.674 0.536 0.635 0.633
L-H Misfit parameter, Sred (�) 10�4.16 10�4.56 10�4.05 10�4.80

Voce Yield stress, sY (MPa) 266.8 249.7 48.9 46.2
Voce saturation stress, ss (MPa) 421.4 468.0 354.9 358.7
Voce characteristic strain, ε0 (%) 53.2 41.1 16.6 16.5
Voce Misfit parameter, Sred (�) 10�4.17 10�4.52 10�4.31 10�4.69
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stress e nominal strain curve. It should be recognized, however,
that, particularly for a material with a lowwork hardening rate, this
peak is often very flat, rendering identification of the strain at the
onset of necking rather inaccurate. A comparison of FEM necking
outcomeswith the Consid�ere criterion is available in an educational
software package (https://www.doitpoms.ac.uk/tlplib/mechanical_
testing_metals/necking.php).

It may also be noted in Fig. 11 that, as would be hoped, the
indentation plastometry outcome is not very sensitive to the
penetration depth (between about 15% and 40%). Two caveats
should, however, be appended to this observation. One is that very
shallow penetration (d/R <~10%) may result in reduced accuracy for
the outcome, particularly if there is interest in the behaviour at high
strains. The other is that very deep penetration (d/R >~40%), while it

https://www.doitpoms.ac.uk/tlplib/mechanical_testing_metals/necking.php
https://www.doitpoms.ac.uk/tlplib/mechanical_testing_metals/necking.php


Fig. 10. Measured and (best-fit) modeled residual indent profiles, with shallow and
deep penetration, and the value of m fixed at 0.2, for (a) AR-Cu and (b) Ann-Cu.

Fig. 11. Comparisons, for both materials, between tensile nominal stress v. nominal
strain plots obtained by direct measurement and via iterative FEM targeted on
measured residual indent profiles, with inferred best fit plasticity parameter sets
(Table 2) being used in FEM simulation of the tensile test.
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might assist in rapid convergence, could lead to plasticity param-
eter sets that are strongly influenced by the behaviour at large
strains, which may be of little significance if fracture during tensile
testing takes place at substantially lower strains. Of course, it must
always be recognized that no material is likely to conform very
accurately to any constitutive law over a wide range of strain.

An overall comparison is shown in Fig. 12 between the consti-
tutive law plots for the parameter sets in Tables 1 and 2, for both
materials. The most striking point apparent here is the very high
level of general consistency, with all of these curves lying approx-
imately within a 10% band in both cases. In detail, deeper inden-
tation does appear to give slightly better agreement with the
tensile data for the AR-Cu, whereas this is not observed for the Ann-
Cu. These are, however, minor variations. In general, accepting that
±5% consistency for any stress-strain data is about as accurate as
any (uniaxial testing) procedure is likely to yield, it is clear that the
methodology presented here is reliable and robust, provided
certain conditions are met regarding the accuracy and nature of the
original indentation data and the way that they are processed.
Fig. 12. Comparisons between true stress e true (plastic) strain plots corresponding to
the sets of constitutive law parameters in Tables 1 and 2, obtained via Nelder-Mead
convergence on tensile or indentation data, for (a) AR-Cu and (b) Ann-Cu.
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6. Conclusions

The following conclusions can be drawn from this work:

(a) Iterative FEM simulation of the indentation process has been
carried out, primarily using a target outcome of the residual
indent profile, with a goodness of fit parameter being used to
guide an automated Nelder-Mead convergence algorithm.
The coefficient of friction was fixed at 0.2 (with some evi-
dence presented to support this). The study covers two
different materials, which exhibit low and high rates of work
hardening.

(b) There is a focus on the pros and cons of using residual indent
profiles or load-displacement data as the target outcome. It is
concluded that, in addition to practical advantages of using
profilometry, which include elimination of displacement
measurement during a test (and also associated compliance
corrections), the profile is more sensitive to plasticity
parameter values than the load-displacement plot. This
tends to result in slightly more rapid convergence and more
accurate inferred stress-strain curves. Moreover, this differ-
ence becomes more significant at shallower penetration ra-
tios. The effect of this is that a penetration ratio of, say,
20e25% may be sufficient when using profilometry data,
whereas a value of around 40% might be needed to give
comparable efficiency with load-displacement data. This in
turn reduces the load requirement and, for in situ testing,
ensures that the indent left in the component is smaller.

(c) A picture is now emerging of how this testing should be
done.While a conventional (tensile) testing facility (but not a
“nanoindenter”) could be used, a customised (bench top) set-
up is likely to be best, with dimensions and appearance
similar to that of a hardness tester. A basic version could
simply have a capability for selecting one of a small number
of loads (as with hardness machines), although those should
extend up to several kN (whereas many hardness testers
allow maximum loads of only ~0.1 kN). The indenter itself is
likely to be a (cermet) sphere of diameter 1e2mm. Another
key requirement is a profilometry capability. Of course, the
system would be more versatile if it also incorporated a
displacement measuring capability.

(d) Comparisons between indentation plastometry outcomes
and corresponding data from conventional uniaxial (tensile
or compressive) testing are clearly important. A key outcome
of plastometry is a nominal stress v. nominal strain plot,
obtained by FEM modeling of a tensile test, using inferred
plasticity parameter values. Such plots should be reliable
with regard to yield stress, subsequent (apparent) work
hardening characteristics and the ultimate tensile strength
(nominal stress at the onset of necking). It will also be
possible to predict the (nominal) strain at the onset of
necking, although this is rather sensitive to the precise work
hardening characteristics, particularly for materials with
relatively low work hardening rates. Prediction of the
(apparent) strain at final fracture is problematic, since it is
very sensitive to the way that the neck develops and rup-
tures. The necking down process creates very large local
strains (commonly promoting cavitation) and cannot reliably
be modeled using indentation-inferred plasticity character-
istics. However, this is not a “property” of any real
significance.

(e) Accurate comparison between indentation-derived stress-
strain curves and those obtained during compressive uni-
axial testing requires care. While the strain field within the
gauge length during a tensile test should be uniform up to
the onset of necking, this is unlikely to be the case during
compressive testing, even during the early stages. This is
because it is virtually impossible to eliminate friction, which
leads to at least some degree of barrelling. Furthermore,
displacement measurement data tend to be influenced by
“bedding down” effects, particularly in the presence of
lubricant. In general, indentation-derived predictions are
likely to be more reliable for uniaxial tensile behaviour,
which of course also allows the “strength” (UTS) to be
assessed.

(f) Indentation plastometry does, of course, require a software
package in order to infer stress-strain curves from experi-
mental indentation data. Such packages are now starting to
become available - for example, see https://www.
plastometrex.com/.
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